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Computational approaches to motor control
Daniel M. Wolpert

This review will focus on four areas of motor control which have recently been enriched both by neural network and control system models: motor planning, motor prediction, state estimation and motor learning. We will review the computational foundations of each of these concepts and present specific models which have been tested by psychophysical experiments. We will cover the topics of optimal control for motor planning, forward models for motor prediction, observer models of state estimation and modular decomposition in motor learning. The aim of this review is to demonstrate how computational approaches, as well as proposing specific models, provide a theoretical framework to formalize the issues in motor control.

This review will focus on several basic theoretical issues in motor control as well as supporting experimental studies. While many of the concepts discussed are applicable to all areas of motor control, including eye movements, speech production and posture, we will focus on arm movements as an illustrative system. From an engineering perspective the arm can be considered as a system whose inputs are the motor commands emanating from the controller within the central nervous system (see Fig. 1). In order to determine the behaviour of the arm in response to this input an additional set of variables, called state variables, must also be known. For example, in a robotic model of the arm the motor command signals the torques generated around the joints and the state variables could be the joint angles and
angular velocities. Taken together, the inputs and the state variables are sufficient to determine the future behaviour of the system. The controller does not usually have direct access to the state of the system but has access to some function of the state, such as sensory feedback, which forms the output of the system.

This review will consider four issues which arise in motor control and each is represented schematically in Fig. 1. The first is motor planning, which I consider to be the computational process by which the desired states or outputs of the system are specified given an extrinsic task goal. Second, I will explore the notion of motor prediction, and the use of forward models which predict the behaviour of the arm given its input. Third, I will consider state estimation, which is a computational integration process by which the hidden state of the motor system can be estimated by monitoring both its inputs and outputs. I will show how motor prediction can play a fundamental role in such state estimation. Lastly, I will consider motor learning, focusing on modularity of learning.

Motor planning

The computational problem of motor planning arises from a fundamental property of the motor system—the reduction in the degrees of freedom that occurs during the transition from neural commands through muscle activation to movement kinematics (Fig. 2). Even for the simplest of tasks, such as moving the hand to a target location, there are an infinite number of possible paths that the hand could move along and for each of these paths there is an infinite number of velocity profiles (trajectories) that the hand could follow. Having specified the hand path and velocity, each location of the hand along the path could be achieved by multiple combinations of joint angles. Moreover, due to the overlapping actions of muscles and the ability to co-contract, each arm configuration could be achieved by many different muscle activations. Motor planning can therefore be considered as the computational process of selecting a single solution or pattern of behaviour at all levels within this motor hierarchy (Fig. 2) from the many alternatives that may be consistent with the goal of the task.

One computational framework that is natural for such a selection process is optimal control, in which a cost function is chosen in order to evaluate quantitatively the performance of the system under control. The cost function is usually defined as the integral of an instantaneous cost, over a certain time interval, and the aim is to minimize the value of this cost function. Every possible solution, that is every possible movement, has an associated cost and the solution with the lowest cost is selected as the plan. Within this framework the cost function is a mathematical means for specifying the plan. The variables that appear in the cost function, and that are therefore planned, determine the pattern of behaviour that is observed.

While many possible cost functions have been examined there are two main classes of model that have been
proposed for point-to-point movements – kinematic and dynamic based models. The cost function in kinematic based models contains only the geometrical and time-based properties of the motion, and the variables of interest are the positions (e.g. joint angles or hand Cartesian coordinates) and their corresponding velocities, accelerations and higher derivatives. Based on the observation that point-to-point movements of the hand are smooth when viewed in a Cartesian framework, it was proposed that the squared first derivative of Cartesian hand acceleration or ‘jerk’ is minimized over the movement. This minimum jerk hypothesis produces a unique solution, given the movement duration and suitable boundary conditions of the initial and final position and velocity, and can be formulated into an on-line feedback rule. The model predicts straight-line Cartesian hand paths with bell-shaped velocity profiles that are consistent with the empirical data for rapid movements made without accuracy constraints.

The cost function in dynamic based models depends on the dynamics of the arm, and the variables of interest include joint torques, forces acting on the hand and the muscle commands. Several models have been proposed in which the cost function depends on dynamic variables such as torque change, muscle tension or motor command. One critical difference between the kinematic and dynamic based models is the degree to which planning and execution processes can be separated. The specifications of the movement in kinematic models, such as minimum jerk, are the positions and velocities of the arm as a function of time. Therefore, a separate process is required to achieve these specifications and this model is a hierarchical, serial plan and execute model. In contrast, the solutions to dynamic models, such as minimum torque change, are the motor commands required to achieve the movement and therefore planning and execution are not conceived as separate processes.

Although examination of natural movements has not resolved the debate between kinematic and dynamic based cost functions, the predictions of the two classes of models are different under visual and force field perturbations. Thus, if the visual feedback of the hand path is altered, the cost in kinematic based models, which depend on the perceived movement of the limb, increases. However, provided the visuomotor perturbation is chosen so as to decay to zero at both the start and end of the movement, the target can still be reached by using the same series of motor commands such that dynamic based cost, which depends on these motor commands is, not increased. Kinematic based models, therefore predict that under these conditions the actual hand path will change so as to bring the perceived path back to the original path, which has the lowest cost. In contrast, dynamic models predict no such adaptation. However, in the presence of a force field which alters the dynamics of the arm, kinematic based models predict that the normal kinematics of movement will be regained to, once again, minimize the cost. Moreover, under these conditions, dynamic based models predict a new solution (and therefore a new hand path) to the optimization process, that takes account of the new motor commands required to make the movement in the force field. Evidence from both perturbed visual feedback studies and from force field studies support a kinematic based sequential plan and execute strategy.

However, studies of more complex movements around an obstacle suggest that knowledge of the dynamics of the arm is used in planning. Indeed, subjects tend to select their movement paths so as to ensure that their closest point of approach to an obstacle is on an axis where the arm is most inertially stable. Similarly, external movement constraints may affect kinematics, since there are differences between the hand paths used when the hand is free to move compared to a constrained condition in which it is required to move along the surface of a table. The paths for unconstrained movement are more curved that those made along the tabletop. This suggests that the nature of the interaction with the environment can have a significant effect on movement kinematics. Whether these findings can be incorporated into an optimal control framework is still an open question.

The minimum jerk model has recently been used in an attempt to find a unified framework within which to understand two properties of trajectory formation, local isochrony and the two-thirds power law. Whereas global isochrony applies to the observation that the average velocity of movement increases with the movement distance thereby maintaining a constant movement duration, local
isochrony refers to the subunits of movement. For example, if subjects are required to trace out a figure eight in which the two loops are of unequal size, the time to traverse each loop is approximately equal. By approximating the solution of the minimum jerk when the path is constrained (only the velocity along the path could be varied) local isochrony becomes an emergent property of the optimization of jerk. The two-thirds power law, $A \propto C^2 (B \approx 2)$, is based on the observation of the relationship between path curvature ($C$) and hand angular velocity ($A$) during drawing or scribbling (for a more general formulation of the law see Ref. 21). It has been shown that the solution of the minimum jerk along a constrained path approximates the solution given by the two-thirds power law. One area of debate is the extent to which the two-thirds power law is a manifestation of a plan rather than a control constraint. Based on a simple model of control it has been shown that the two-thirds power law could be an emergent property of the muscles' visco-elastic properties. However, one feature which has not yet been explained by such emergent property models is the fact that the exponent of the power law, $B$, changes systematically through development, from a value of 0.77 at age 6 to an adult value of 0.66 (5) at around 12 years.

Motor prediction

The possibility that we predict the consequences of our own action using an internal model of the motor system has emerged as an important theoretical concept in motor control. Such models have become known as forward models as they capture the forward or causal relationship between inputs to the system, such as the arm, and the outputs. Forward dynamic models, for example, predict the next state (for example, the position and velocity) given the current state and the motor command whereas forward output models predict the sensory feedback given this estimated state (Fig. 1). This is in contrast to inverse models which invert the system by providing the motor command which will cause a desired change in state. As inverse models produce the motor command required to achieve some desired result they have a natural use as a controller (see Motor Learning).

Forward models have several possible uses. Forward models are key components in systems that use a copy of the motor command, an efference copy, to anticipate and cancel the sensory effects of a given movement. This reafferent process has been extensively investigated in eye movement control (see Ref. 24 for a review). By using such a system for the control of arm movements it is possible to cancel out the effects of self-motion on sensation and thereby distinguish between those sensory events that are due to self-produced motion and those caused by the environment, such as contact with objects. Another use of a forward model is to maintain stability in the presence of feedback delays. In most sensorimotor loops the feedback delays are large, and can result in instability when trying to make rapid movements under feedback control. Two strategies can maintain stability during movement with such delays: intermittency and prediction. Intermittency, in which movement is interspersed with rest, is seen in manual tracking and saccadic eye movement. The intermittency of movement allows time for veridical sensory feedback to be obtained (a strategy often used in adjusting the temperature of a shower where the time delays are large). Such intermittency can arise either from a psychological refractory period after each movement or an error deadzone in which the perceived error must exceed a threshold before a new movement is initiated. Alternatively, in predictive control, a forward model is used to provide internal feedback of the predicted outcome of an action which can be used before sensory feedback is available, thereby preventing instability. Forward models can also be of computational use in motor learning. A forward model which captures the relationship between motor commands and outcome can be used to convert errors in outcome into errors in motor commands, thereby providing a suitable signal for learning – a process known as distal supervised learning. Similarly, by predicting the sensory outcome of an action, without actually performing it, a forward model can be used in mental practice to learn to select between possible actions. Finally, a forward model forms an integral component in systems which integrate sensory and motor information in state estimation.

State estimation

Although the state of a system is not directly available to the controller, it is possible to estimate the state indirectly. Such a
Box 1. The Kalman filter model of sensorimotor integration

The Kalman filter model of the sensorimotor integration process is based on a formal engineering model from the optimal state estimation field. The Kalman filter is a linear dynamical system that produces an estimate of the location of the hand by using both the motor outflow and sensory feedback in conjunction with a model of the motor system, thereby reducing the overall uncertainty in its estimate. The model assumes the localization errors arise from two sources of uncertainty, the first from the variability in the response of the arm to the motor command and the second in the sensory feedback given the arm's configuration.

The Kalman filter model can be considered as the combination of two processes which together contribute to the state estimate. The first, feedforward process (upper part) uses the efferent outflow along with the current state estimate to predict the next state by simulating the movement dynamics with a forward model. The second, feedback process (lower part) compares the sensory inflow with a prediction of the sensory inflow based on the current state. The sensory error, the difference between actual and predicted sensory feedback, is used to correct the state estimate resulting from the forward model. The relative contributions of the internal simulation and sensory correction processes to the final estimate are modulated by the time varying Kalman gain so as to provide optimal state estimates.

To simulate the experimental data of the sensorimotor integration task (see main text: State Estimation) we modelled the hand as a damped point mass, that was used up by a force whose temporal profile was chosen to replicate the kinematics of movement. At the start of the movement the subject was given full view of his arm and the initial state estimate of the hand position was set to its vertical value. The Kalman filter with an accurate forward model of the system would be expected to show no bias. To accommodate the observation that subjects generally tended to overestimate the distance that their arm had moved, we set the gain that couples force to estimated acceleration within the forward model to a value that was larger than its vertical value.

The Kalman filter model demonstrated the two distinct phases of bias propagation observed (Fig. 3C). By overestimating the force acting on the arm the forward model overestimates the distance travelled, an integrative process eventually balanced by the sensory correction. The accuracy of the prediction from the forward model component of the Kalman filter depends on the accuracy of the current state estimate (one of its inputs). Therefore during the early part of the movement, when the current state estimate is accurate, the sensorimotor integration process weighs heavily the contribution of the forward model to the final estimate. However, in the later stages of the movement, when the current state estimate is less accurate, the sensory feedback must be relied upon to correct for inaccuracies in the forward model. In the Kalman filter, the relative weighting shifts smoothly from the feedforward process towards the feedback process over the first second of movement and then remains approximately constant, resulting in the asymptote of the variance propagation. The Kalman filter model suggests that the pooling and gradual decline in bias is a consequence of a trade-off between the inaccuracies accumulating in the internal simulation of the arm's dynamics and the feedback of actual sensory information. Figure modified from Ref. c.

References

state estimator, known as an observer, produces its estimate of the current state by monitoring the stream of inputs (motor commands) and outputs (sensory feedback) of the system (Fig. 1). By using both sources of information the observer is able to reduce uncertainty in the state estimate and becomes robust to sensor failure. In addition, as there are delays in sensory feedback, the observer can use the motor command to produce more timely state estimates than would be possible using sensory feedback alone.

Although many studies have examined integration among purely sensory stimuli (for a psychophysical review see Ref. 30) little is known of how sensory and motor information is integrated during movement. When you move your arm in the absence of visual feedback, there are three basic methods the central nervous system can use to obtain an estimate of the current state, the position and velocity, of the hand. The system can make use of sensory inflow (the information available from proprioception), it can make use of motor outflow (the motor commands sent to the arm), or it can combine these two sources of information. While sensory signals can directly cue the location of the hand, motor outflow generally does not. For example, given a sequence of torques applied to the arm (the motor outflow) an internal model of the arm's dynamics is needed to estimate the arm's final configuration. To examine whether an internal model of the arm is used we have studied a sensorimotor integration task in which subjects, after initially viewing their arm in the light, made arm movements in the dark. The subjects' internal estimate of hand location was assessed by asking them to visually localize the position of their hand (which was hidden from view) at the end of the movement. The bias of this location estimate, plotted as a function of movement duration, showed a consistent overestimation of the distance moved (Fig. 3A). This bias showed two distinct phases as a function of movement duration, an initial increase that reached a peak after one second followed by
Box 2. The mixture of experts model of visuomotor learning

Based on the principle of divide-and-conquer, a general computational strategy for designing modular learning systems is to treat the problem as one of combining multiple models, each of which is defined over a local region of the input space. Such a strategy has been introduced in the ‘mixture of experts’ architecture for supervised learning9. The architecture involves a set of function approximators known as expert networks or modules (usually neural networks) that are combined by a classifier known as a gating network. These networks are trained simultaneously so as to split the input space into regions where particular experts can specialize. The gating network uses a soft split of the input data, thereby allowing data to be processed by multiple experts; the contribution of each is modulated by the gating module’s estimate of the probability that each expert is the appropriate one to use. Each expert is assumed to be responsible for a Gaussian region of input space which leads to the gating unit using a multinomial logit model to partition the input space. As the input varies between two experts’ regions the relative contributions of their outputs to the final output will change in a sigmoidal fashion. This model has been proposed as a model both of high-level vision and of the role of the basal ganglia during sensorimotor learning10. The mixture of experts approach has been extended to a recursively-defined hierarchical mixture of experts (HME) architecture in which a tree of gating networks combines the expert networks into successively larger groupings that are defined over nested regions of the input space. A maximum likelihood learning algorithm for the HME architecture has been derived11 based on the Expectation-Maximization (EM) principle from statistics.

A modular decomposition model of visuomotor learning is shown in which two different maps can be learned for the same visual target location. This represents the simplest instantiation of the hierarchical mixture of experts, having only one level and two experts. The model maps target and starting locations to motor outputs, m, which could represent, for example, the final hand location or movement vector. Each expert learns a different mapping between target locations and motor outputs appropriate for one of the starting locations, S2 or S6. The contribution of each expert’s output, mS2 and mS6, to the final motor output, m, is determined by the gating module’s output, p. The output p reflects the probability that expert S6 is the correct module to use for a particular starting location. At p values of 1 or 0 the final output is determined solely by the output of expert S6 or expert S2 respectively, whereas at intermediate values of p both experts contribute to the final output. Figure modified from Ref. 6.
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A transition is observed to a region of gradual decline. The variance of the estimate also showed an initial increase during the first second of movement after which it plateaued (Fig. 3B).

A model of this sensorimotor integration process which incorporates an internal forward model has been developed to account for these localization errors (see Box 1 for details). Using this internal forward model of the arm, the process integrates two sources of information, afferent outflow and reafferent sensory inflow, in an attempt to provide optimal estimates. This model, unlike simpler models that do not integrate both sensory and motor information, accounts for the empirical data (Fig. 3C,D)12. This suggests that a forward model is used to maintain an estimate of the state of the motor system.

Motor learning

Internal models, both forward and inverse, capture information about the properties of the arm. However, these properties are not static but change throughout life both on a short time-scale, due to interactions with objects in the environment, and on a longer time scale, due to growth and injury. Internal models must therefore be able to change in the properties of the arm. Several computational approaches to learning an inverse model have been proposed (for a review see Ref. 32).

Recent work on dynamic learning has focused on the representation of the inverse model. If subjects make point-to-point movements in a force field generated by a robot attached to their hand it has been shown that over time they adapt and are able to move naturally in the presence of the field. This can be interpreted as adaptation of the inverse model or the incorporation of an auxiliary control system to counteract the forces during movement. Several theoretical questions have been addressed using this paradigm. The first explored the representation of the controller and in particular whether it was best represented in joint or
Cartesian space. This was achieved by adapting subjects to the field in one part of the workspace and investigating the generalization of this learning in another part of the workspace. By assessing in which coordinate system the transfer occurred evidence was provided for joint-based control. Another important advance was made in a study designed to answer whether the order in which the states (position and velocities) were visited was important for learning or whether having learned a force field for each state was enough to make learning robust to visiting the states in a novel order. These findings showed that the order was unimportant and argue strongly against rote learning of individual trajectories. Motor learning of such force fields undergoes a period of consolidation after exposure to the field. Indeed, the subjects’ ability to perform in a previously experienced field was disrupted if a different field was presented immediately after the initial experience. Consolidation of this motor learning appears to be a gradual process because experience of a second field four hours after the first had no effect on subsequent performance in the first field. This suggests that motor learning undergoes a period of consolidation during which the motor learning or memory is fragile and may be disrupted by different motor learning.

While these approaches have focused on how a single internal model could be used in motor control, recent models have begun to investigate the computational advantages of using a set of internal models. This strategy is based on the principle of ‘divide-and-conquer’, in which a complex task is decomposed into subtasks, each learnt by a separate module. This strategy has recently been formalized into a computational model of learning known as the ‘mixture-of-experts’ model. This model consists of a set of expert modules whose outputs are combined by a single gating module. The system simultaneously learns to partition the task into subtasks (the role of the gating module) and to learn each of these subtasks (the role of the experts). The gating module smoothly combines the output of each of the experts based on the estimated probability that each expert will produce the desired output.

The mixture of experts model has been proposed to account for experimental data on visuomotor learning (see Box 2). The ability of subjects to point accurately at a target (T) from seven different starting locations (S1–S7) was assessed in the absence of visual feedback in two conditions, before and after a novel remapping (Fig. 4). During the exposure phase a virtual reality system was used so that the single visual target location (T) was remapped to two different hand positions depending on the starting location (S2 or S6) of the movement. Subjects repeatedly traced out a visual triangle S2-S6-T-S6-S2-T-S2, thereby alternately pointing to the target from S2 and S6. In Fig. 4A, the dotted lines represent the path taken by the visual feedback of the finger location and the solid line represents the actual path taken by the finger. The single visual location (T) is, therefore, remapped into two distinct finger locations depending on whether the movement starts from S2 or S6. Such a perturbation creates a conflict in the visuomotor map which captures the (normally one-to-one) relation between visually perceived and actual hand locations. One way to resolve this conflict is to develop two separate visuomotor maps (the expert modules), each appropriate for one of the two starting locations (see Box 2 for details). A separate mechanism (the gating module) then combines the outputs of the two visuomotor maps, based on the starting location of the movement. As in previous studies of the visuomotor system, the internal structure of the system can be probed by investigating the generalization properties in response to novel inputs, which in this case are the starting location.
Outstanding questions

- Is there a unifying principle of planning which can account for the pattern of movement at all levels in the motor hierarchy?
- What is the advantage of making movements which are optimal for a particular cost function such as jerk?
- Which of the possible computational uses of forward models is actually used within the central nervous system?
- Can models of motor learning be developed which, like the human motor system, are robust enough to learn multiple tasks, show powerful generalization to new tasks and an ability to switch between tasks appropriately?

locations on which the system has not been trained. As predicted by the mixture of experts model, subjects were able to learn both conflicting mappings (Fig. 4B), and to smoothly interpolate, in a sigmoidal fashion, from one visuomotor map to the other as the starting location was varied (Fig. 4C). These results therefore suggest that modular decomposition is a feature of visuomotor learning.

Conclusion

The aim of this review was to highlight several important themes in motor control. We have reviewed examples of several models and outlined a computational approach which can form a framework in which experimental studies can be designed and interpreted. The challenge ahead is to develop these computational approaches so that they can be applied, not only to psychophysical experiments, but also studies in neurophysiology, neuropsychology and neuromaging.
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