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Action selection is a fundamental decision process for us, and depends on the state of both our body and the environment. Because signals in our sensory and motor systems are corrupted by variability or noise, the nervous system needs to estimate these states. To select an optimal action these state estimates need to be combined with knowledge of the potential costs or rewards of different action outcomes. We review recent studies that have investigated the mechanisms used by the nervous system to solve such estimation and decision problems, which show that human behaviour is close to that predicted by Bayesian Decision Theory. This theory defines optimal behaviour in a world characterized by uncertainty, and provides a coherent way of describing sensorimotor processes.

Introduction

The central nervous system (CNS) constantly sends motor commands to our muscles. Determining the appropriate motor command is fundamentally a decision process. At each point in time we must select one particular motor command from the set of possible motor commands. Two components jointly define the decision problem: knowledge of the state of the world (including our own body) and knowledge of our objectives.

The sensory inputs of humans are plagued by noise [1,2] which means that we will always have uncertainty about our hand’s true location (Figure 1a). This uncertainty depends on the modality of the sensory input: when we use proprioception to locate our hand we may have more uncertainty about its position compared to when we can see it. Moreover, our muscles produce noisy outputs [3,4] and when we quickly move to a target location (shown as a red × in Figure 1a) our final hand position will typically deviate from the intended target. Even if our sensors were perfect they would only tell us about the part of the world that we can currently sense. This uncertainty places the problem of estimating the state of the world and the control of our motor system within a statistical framework. Bayesian statistics [5–8] provides a systematic way of solving problems in the presence of uncertainty (see the online article by Griffiths and Yuille associated with this issue: Supplementary material online).

The approach of Bayesian statistics is characterized by assigning probabilities to any degree of belief about the state of the world (see also Conceptual Foundations editorial by Chater, Tenenbaum and Yuille). Bayesian statistics defines how new information should be combined with prior beliefs and how information from several modalities should be integrated. Bayesian decision theory [9–11] defines how our beliefs should be combined with our objectives to make optimal decisions. Understanding the way the CNS deals with uncertainty might be key to understanding its normal mode of operation.

The cost of each movement (such as energy consumed) must be weighed against the potential rewards that can be obtained by moving. In the framework of decision theory a utility function should quantify the overall desirability of the outcome of a movement decision. We should choose a movement so that as to maximize utility. Several recent papers have addressed what functions people optimize with their movements. Understanding what human subjects try to optimize is a necessary step towards a rational theory of movement selection.

The selection of a movement can be described as the rational choice of the movement that maximizes utility according to decision theory (see Box 1). This approach thus asks why people behave the way they do. An increasing number of laboratories have addressed this question within this framework. Here we review recent studies that find human movement performance to be close to the predictions obtained from optimally combining probability estimates with movement costs and rewards. The approach has the potential to embed human behaviour into a coherent mathematical framework.

Estimation using Bayes rule

We need to estimate the variables that are relevant for our choice of movement. For example, when playing tennis we may want to estimate where the ball will bounce. Because vision does not provide perfect information about the ball's velocity there is uncertainty as to the bounce location. However, if we know about the noise in our sensory system then the sensory input can be used to compute the likelihood – the probability of getting the particular sensory inputs for different possible bounce locations (shown in red in Figure 1b). We can combine this with information that is available over repeated experience of tennis: the position where the ball hits the ground is not
Bayesian integration in motor control

Bayes rule makes it clear that to perform optimally we must combine prior knowledge of the statistic of the task with the likelihood obtained from the sensory input. In a recent experiment [12], it was tested whether people use such a strategy. Instead of the bounce location of a tennis ball subjects had to estimate the position of a cursor relative to their hand (Figure 1b). Subjects could use two sources of information: The distribution of displacements over the course of many trials (prior), as well as what they see during the current trial (likelihood). The quality of the visual feedback was also varied, in some cases a ball was shown at the position of the cursor giving precise feedback whereas in other trials a large cloud was shown at the position of the cursor thereby increasing the variability (noise) in the sensory input (see Figure 1d).

In this experiment, the Bayesian estimation process defines the optimal estimate as a weighted combination of the mean location of the prior and the peak of the sensory likelihood (see Box 2). Moreover, it predicts that with increasing noise in the sensory feedback subjects should increase the weight of the prior and decrease the weight of their sensory feedback in their final estimate of the location. Figure 1d shows that this Bayesian strategy is observed. From the data it is possible to infer the prior that people are using – assuming that they use an optimal Bayesian strategy. Figure 1e shows that people used a prior that was very close to the optimal one.

This experiment therefore shows that subjects in this task exhibit a strategy very similar to the one predicted by optimal Bayesian statistics. Some experiments could

![Figure 1. Bayesian integration. (a) Perception and movement lead to uncertainty. When we briefly look at our hand we cannot be certain where exactly it is. The resulting uncertainty is sketched as the grey probability distribution around the finger at upper left. When we only feel our hand without looking we might have more uncertainty (below). Right: If we make a fast movement from a starting position to a target we will not always hit the target (red X) but there will be some probability distribution of endpoint position. (b) Example: The other player is hitting the ball. Seeing the ball, we can estimate that it will land in the red region (with a likelihood proportional to the saturation). We have prior knowledge that the ball is likely to land in the green region (with a probability proportional to the saturation). The black ellipses denote the posterior, the region where the Bayesian estimate would predict the ball to land. (c) The experimental set-up in typical movement psychophysics experiments. (d) Human subjects’ reliance on the prior as a function of increasing perceptual uncertainty. (e) The inferred prior for the different conditions and subjects. The actual distribution used in the experiment is shown in red. (Data for (d) and (e) replotted from [12]).](image-url)

**Box 1. Decision theory**

Decision theory quantifies how people should choose in the context of a given utility function and some partial knowledge of the world. The expected utility is defined as:

$$E[\text{Utility}] = \sum_{\text{possible outcomes}} p(\text{outcome}|\text{action}) U(\text{outcome})$$

where $p(\text{outcome}|\text{action})$ is the probability of an outcome given an action and $U(\text{outcome})$ is the utility associated with this outcome. According to decision theory people choose the action so as to maximize the expected value of utility. Choosing according to this criterion is the definition of choosing rationally. Within the framework of economics, numerous problems have been described in these terms. For example, people’s decision about the ratio of risky to non-risky assets in their portfolio has been described in terms of people having partial knowledge about their future earnings while maximizing their future utility [59]. Companies’ decisions about wages and employment of workers have been modelled in terms of the company having partial information about workers’ ability and maximizing profits [60]. Moreover, the decisions of the central bank to increase or decrease interest rates has been modelled in terms of optimally reducing the uncertainty about future inflation [61]. Economics tries to understand both how agents should optimally behave when deciding under uncertainty and how they actually behave in such cases. Bayesian decision making is the systematic way of combining Bayesian estimates of probability with utility functions.

Optimal control aims to solve similar problems where the decision is not just happening at one point of time but a continuous output (such as muscle force). The expected utility changes constantly according to new information coming in. Solutions to this problem typically use the notion of ‘cost-to-go’ the average integrated cost from a current state to a target state.

uniformly distributed over the court. For example the bounce locations are likely to be concentrated within the confines of the court and the distribution might be highly peaked near the boundary lines where it is most difficult to return the ball. This distribution of positions is called the ‘prior’ (sketched in green) and could be learned through experience. Bayes Rule defines how to combine prior and likelihood to make an optimal estimate of the bounce location (see Box 2).
Box 2. Bayesian statistics

When we have a Gaussian prior distribution \( p(x) \) and we have a noisy observation \( o \) of the position that leads to a Gaussian likelihood (red curve, Figure 1) \( p(o|x) \) it is possible to use Bayes rule to calculate the posterior distribution (yellow curve, Figure 1; how probable is each value given both the observation and the prior knowledge):

\[
p(x|o) = \frac{p(o|x) p(x)}{p(o)}
\]

This equation assigns a probability to every possible location. If we assume that the prior distribution \( p(x) \) is a symmetric one dimensional Gaussian with variance \( \sigma_x^2 \) and mean \( \mu \) and that the likelihood \( p(o|x) \) is also a symmetric one dimensional Gaussian with variance \( \sigma_o^2 \) and mean \( o \), it is possible to compute the posterior that is then also Gaussian in an analytical way. The optimal estimate \( x \), that is the maximum of the posterior is:

\[
x = \alpha o + (1-\alpha) \mu
\]

where

\[
\alpha = \frac{\sigma_o^2}{\sigma_x^2 + \sigma_o^2}
\]

Moreover we can calculate the width of the posterior as \( \sigma^2 = \alpha \sigma_x^2 \). The parameter \( \alpha \) is always less than 1. This Bayesian approach leads to a better estimate of possible outcomes than any estimate that is only based on the sensory input.

![Figure 1. Bayesian integration. The green curve represents the prior and red curve represents the likelihood. The yellow curve represents the posterior, the result from combining prior and likelihood.](image)

even relate Bayesian priors for movement production with properties of motor neurons [13]. Using a prior in a Bayesian way, however, is not only restricted to producing movement trajectories and is seen in both force estimation [14] and timing judgements [15]. These results show that the prior knowledge used by human subjects remains plastic and we can optimally adapt to the statistical properties of a task.

Bayesian integration in perception

In addition to results from sensorimotor integration, other research has addressed how human perception can be described by Bayesian estimation processes ([16,17], see Yuille and Kersten, this issue). Within this framework many illusions and other visual effects can be understood [18] by making general assumptions about priors over possible visual objects [19,20] or the direction of illumination [21,22]. Brightness perception [23], shape perception [24], movement perception [25] and certain illusions in length perception [26] have been shown to arise as optimal percepts in Bayesian models in which subjects have uncertainty about the state of the world based on vision alone and therefore incorporate (reasonable) prior beliefs over the possible states of the world. These studies with different approaches have shown that human perception is close to the Bayesian optimal suggesting the Bayesian process may be a fundamental element of sensory processing.

Bayesian cue combination

Bayesian processes can also be used to understand how cues from two different modalities can be combined into a single estimate. For example if we feel the size of an object and at the same time see this object we may want to combine the information form these two modalities. The computational problem that occurs is that if the two cues need to be combined into a joint estimate, equivalent to the way the prior needs to be integrated with the cue in Bayesian integration. To combine cues the system needs to weigh one cue against the other. Calculating this optimally in a Bayesian way means that the weighing will depend on the relative uncertainties in the cues. Recent studies have shown that we are close to the Bayesian optimal when we combine visual and haptic information to estimate the size of an object [27] or visual and auditory information to estimate the position of a stimulus [28]. Similarly, we can combine multiple cues within a modality such as visual texture and motion or stereo cues into a single depth estimate in a way predicted by Bayesian statistics [29–31].

Recent studies have examined how we can combine proprioceptive information about the location of our hand with visual information of the hand itself [32,33] or how we estimate the position of their hand and the configuration of their joints [34]. These results too may be interpreted in a Bayesian framework as optimal estimation in the presence of unknown alignments of the relevant coordinate systems. Bayesian statistics is a general framework that specifies how we could optimally
Box 3. Utility functions

To describe decision making, economists usually use the concept of a utility function [62,63], a hypothesized function that increases with the desirability of the outcome. Although these concepts arose in economics, utility does not have to be directly related to money. For example state of health, and even altruistic feelings of having helped others or having punished defectors [64] is assumed to influence utility. Mathematically utility is defined as the value that we prescribe to each possible outcome of our decisions:

\[ Utility = U(outcome) \]

Utility may have a complex relationship to quantity of rewarding stimuli. For example, if we invest well and double our money, we are now twice as well off with respect to the money we own but our utility may not increase by a factor of two as it may tend to saturate as our wealth increases. This effect is described in the framework of prospect theory [65]. Although various deviations have been found that show that people do not seem to perform statistically optimally, the assumption of optimality can still typically explain much of the observed behaviour. Because utility is such an important concept different fields refer to the same idea using different names. Motor control often uses Loss function or Cost function as a name for the negative of the utility function. Neuroscience often refers to functions optimized by neurons as an Objective function. And within a reinforcement learning framework [66,67] utilities are typically called rewards. Different communities refer to concepts equivalent to utility under different names. In some cases a second function is introduced that characterizes the total cost of a movement (‘cost to go’) which is the integrated instantaneous cost. Regardless of how they are a called, utility functions serve to quantify the relative values of different decision outcomes.

A concept that is often used to study utility is the concept of indifference curves. Consider there are two goods, for example apples and bananas. We can ask how desirable different combinations of apples and bananas are – that is their utility function. An indifference curve is a curve within this space along which people are equally content, that is have the same utility. If people for example only care about the calories of the food, the utility function would be a straight line (see Figure 1). If people prefer a mixture between different goods to the same amount of just one good, a situation that is common in economics the indifference curve takes on a convex form. Asking people questions about their preferences can reveal these curves. However, from choice alone it is impossible to know the full utility function. When all utilities are scaled by a constant, decisions are unaffected.

![Figure 1. Indifference curves. People who care only about the number of calories would exhibit straight indifference curves. People who prefer a mixture would exhibit convex indifference curves.](image)

Combine different sources of information into a single estimate. Human performance indicates that in many cases of cue integration they operate very close to this theoretical optimum.

Taken together these studies show that over a wide range of phenomena people exhibit approximately Bayes-optimal behaviour. This makes it likely that the algorithm implemented by the CNS may actually support mechanisms for those kinds of Bayesian computations.

Costs and rewards

To put movement into a rational framework it is necessary to define a function that measures how good or bad the outcome of a particular movement is. This function, often termed cost may for example be related to the energy consumed during a movement. In general people should prefer less demanding movements – movements that put less strain on the muscles or movements that can be executed using less energy. We are thus faced with the problem of selecting among the infinite set of possible movements the one that minimizes the cost (see Box 3).

Ethological cost functions

Several different cost functions have been proposed for pointing movements. For example, it has been proposed that people move so that their movements are as smooth as possible [35,36]. Such a cost function can explain many findings about target directed movements. More recently evidence has been presented that the precision of the movement, rather than smoothness, defines the cost function [37]. This approach provides a more intuitive choice of a cost that is based on accuracy, as well as explaining a range of new behaviours. In these approaches a utility function is assumed, which measures how well a movement is performed.

Several recent studies have shown that when the utility is externally defined, where the outcome of a movement is assigned a monetary reward, subjects quickly learn to move in a way that maximises the potential reward [38,39]. However, there are certainly limits to our ability to perform in an optimal fashion and as the complexity of a task is increased this optimality breaks down [40]. Nevertheless, many movement phenomena can be explained by assuming that people move optimally with respect to a simple utility function. The optimality framework provides both a more compact representation than a description of the behaviour and also addresses why we choose to move the way we do.

Measuring cost functions

The cost function used by the CNS might depend on several movement parameters, such as force magnitudes and force durations. Various hypothesized utility functions predict different choices and thus different indifference lines (Figure 2a; Box 3). In an experimental setting it was addressed which function of force is optimized.
Human volunteers had to produce forces of varying magnitude and duration [41]. During each trial subjects had to choose which of two combinations of force magnitude and duration they prefer. From a large number of such choices it is possible to infer the indifference lines in the F–T space (Figure 2a). From these indifference curves it is possible to infer the cost function. The measured cost function (Figure 2b) for this task is relatively complicated and differed from the predictions made by any of the known models. Experiments along these lines (see also [42]) can help address utility function that depend on several parameters. The usefulness of this approach, however, will ultimately depend on the degree of generalization. It will depend on how well new movements can be predicted by cost function measured for one class of movement. We expect that many of the utility function used by human subjects will be understood by an adaptive combination of a relatively small number of simple utility functions.

**Models of optimal control: using online feedback**

Understanding task statistics, the noise on our sensors and actuators and the utility function allows us to predict optimal behaviour. So far we have discussed these processes applied to discrete decisions chosen from a small number of possible decisions. However, in general we produce a continuous trajectory of movement in response to a contiguous stream of sensory input. The system will thus constantly use feedback to update its movements (Figure 3).

**Kalman filter**

A large number of studies in the area of optimal control use these ideas to model human behaviour. In situations in which we need to estimate the state of the body as it evolves over time we typically use a Kalman filter [43,44]. Kalman filters are a standard technique used in engineering when the unknown state is to be tracked over time. Some psychophysical experiments [43] tested the hypothesis that people use such a mechanism to estimate how their hand moves in the dark. After each movement they had to estimate where their hand was even though it was not visible. An optimal Kalman filter — a Bayesian technique for continuously varying problems — produced very similar results if it was assumed that people systematically overestimate the forces they produce. Although initially human subjects became less precise, they then went through a period where they became progressively more precise as a function of the trial duration. This effect can be traced back to the finding that a Kalman filter progressively becomes more precise as additional sensory information comes in. It thus seems that people are able to continuously update their estimates based on information coming in from the sensors in a way predicted by Bayesian statistics.

**Optimal feedback control**

In many cases people do not just have to estimate the position of their limbs but instead have to choose a strategy by which they will efficiently reach their target, a strategy that is optimizing a cost function. Optimal feedback control [45] is a framework for studying such problems. This approach is identical to
Box 4. Questions for future research

The decision theoretic description of human movement leads to several important questions:

- How is prior information encoded in the CNS? How is it combined with new evidence to generate estimates? Some theoretical studies suggest that uncertainty may be represented by neuromodulators [88]. However, the kind of uncertainty that is associated with virtually any variable may well be represented differently.
- Which approximations does the nervous system use? It may have evolved efficient approximate solutions towards solving problems in the areas of Bayesian statistics, decision making and control. The approximations used by the CNS may inform future algorithm developments.
- Most studies on Bayesian integration are done in very simple cases. Are the mechanisms similar in the case of making large complicated movements using many joints? Movements of, for example, the hand involve many joints. Moreover, typically movements involve feedback and the system needs to estimate its state as it changes over time.
- Are utilities and probabilities represented independently of one another? Can one change either of them while leaving the other intact and predict the behavioural changes?
- Are these mechanisms of decision making shared between high-level decision making in the context of cognitive problems and low-level intuitive decision making for movement.

However, many of our movements are in the context of complicated tasks such as social interaction. In such cases a good Bayesian model may be arbitrarily complicated as it involves a Bayesian inference about the state of the world, including the mental state of other people. From the movements of other people we can start inferring their internal state. Although this is theoretically possible [54] it will ultimately involve inferring the utility functions of others which is a computationally hard problem [55]. Novel Bayesian approaches have started to be able to describe how people make causal inference [56], a skill that people are particularly good at. In general, Bayesian inference on complicated real world problems are often still proving prohibitively hard from a computational perspective. Quite possibly the brain is using efficient approximations to Bayesian decision making that still allow it to perform well.

Beyond those algorithmic problems it is also important to consider possible constraints and biases in making inferences that are imposed by the brain. The brain is the substrate that is being used to support Bayesian inference and optimal control [57,58]. The way the brain is built, acquired through the course of evolution will already supply us with some knowledge about what kind of a world to expect. It will thus already define what class of models can be implemented and moreover what kind of inference algorithms the brain will have to use. We should not expect that it will be the Bayesian optimum in all cases. Finding deviations from optimal behaviour may lead to interesting insights into the organization of the CNS. Moreover, the Bayesian approach does not specify a representation of the involved data structures. The algorithm implemented by the CNS should not only support Bayesian calculations but also a systematic way of acquiring a useful representation on which to use these calculations.

In conclusion, Bayesian decision theory predicts many of the properties of the movement system and is a coherent framework in which to think about movement decisions. How the brain solves the underlying inference problems and how it represents its information is an important question for further research (see also Editorial ‘Where next?’ in this issue).
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